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We present a camera embedded data processing method for localization microscopy (LM) with faster detectors such
as scientific complementary metal-oxide semiconductor (sCMOS) cameras. Based on the natural sparsity of single
molecule images, this method utilizes the field programmable gate array chip inside a camera to identify and export
only the regions containing active molecules instead of raw data. Through numerical simulation and experimental
analysis, we found that this method can greatly reduce data volume (<10%) with negligible loss of useful information
(<0.2%) at molecular densities <0.2 molecules∕μm2, thus significantly reducing the challenges of data transfer,
storage, and analysis in LM. © 2013 Optical Society of America
OCIS codes: (180.2520) Fluorescence microscopy; (100.6640) Superresolution; (110.2960) Image analysis.
http://dx.doi.org/10.1364/OL.38.001769

Super-resolution localization microscopy (LM) has been
recently recognized as one of the most promising tools in
biology. The operating principle of LM is relatively sim-
ple: sparsely distributed active molecules are localized
precisely in each image frame and hundreds or even
thousands of image frames are employed to build a final
super-resolution image [1]. Therefore, massive amounts
of data need to be handled (including data transfer, stor-
age, and analysis) for LM imaging, especially with the ad-
vantageous use of scientific complementary metal-oxide
semiconductor (sCMOS) cameras [2]. Utilizing better-
performing sCMOS cameras will significantly broaden
the power of LM imaging in applications where a high
imaging speed and large imaging field-of-view are
both desired, for example, visualizing the connectivity
and dynamics of neural circuits extending over vast
volumes [3].
However, using sCMOS cameras in LM imaging faces a

huge amount of data flow (up to 1 GB∕s), which typically
requires the use of several high-speed camera-links and
fast frame-grabbers for online data transfer and a com-
plex and expensive redundant array of independent disks
system for online data storage. As for further data analy-
sis, it is still not possible even with the fastest analysis
software reported in the literatures [4–7]. Therefore,
the huge data flow is the major source that hinders
the advantageous use of sCMOS cameras in LM imaging.
Note that the reported software are capable of achieving
online data analysis when using cameras with low data
flow, for example, electron multiplying charge-coupled
device cameras where data flow is typically <20 MB∕s.
It is well known that useful data in LM imaging (that is,

the fluorescence spots containing active molecules) are
sparsely distributed in raw images. Hence, if we export
only the spot regions instead of the raw images to the

computer, we can significantly reduce the amount of data
flow, data volume, and the computation duty in further
data analysis. On the other hand, we realized that sCMOS
cameras are typically loaded with field programmable
gate array (FPGA) intelligence for offset and gain correc-
tion and/or time sequence control. As a general and pro-
grammable hardware platform, FPGA provides a unique
opportunity for performing embedded data processing
(EDP) in cameras.

In this Letter, we take advantage of the power of FPGA
programming and demonstrate that data flow in LM im-
aging can be significantly reduced, if we identify and
export only the spot regions through embedded data
processed in camera. Through simulation and experi-
mental analysis, we verify that this camera EDP method
can perform online data flow reduction with negligible
information loss. Although the original images are lost
during the EDP process, this method greatly reduces
the challenges of massive data transfer, storage, and
analysis in LM imaging.

Let us start from a general description of LM imaging
with the EDP method [Fig. 1(a)]. First, the emitted pho-
tons from active molecules are collected by an objective
and delivered to the sensor of a camera. Then, photons
are transferred to electrons by the sensor, and the analog
signals in each pixel are converted to digital signals with
column parallel A/D convertors in the sensor. Next, the
pixel values of the sensor are read in FPGA for offset and
gain correction. After that, FPGA is used to identify and
extract the regions containing active molecules. Finally,
the camera exports the spot regions to a computer for
further data storage and analysis.

The hardware implementation of the EDP method is
shown in Fig. 1(b), which consists of mainly three mod-
ules: image denoising, peak finding, and spot extraction.
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The modules are designed to be consistent with the
general processes of spot detection in LM.
First, the image-denoising module uses a bandpass

filter ([−1∕16 −1∕16 −1∕16 −1∕16 −1∕16, −1∕16 1/9 1/9
1/9 −1∕16, −1∕16 1/9 1/9 1/9 −1∕16, −1∕16 1/9 1/9 1/9
−1∕16, −1∕16 −1∕16 −1∕16 −1∕16 −1∕16]) to spatially
smooth the raw image and suppress the local back-
ground [4]. In addition, a series of row buffers are built
for pixel caching, since the output pixels depend not only
on the input pixels, but also their adjacent neighbor-
hoods. The de-noised pixels flow out of this module
and are cached for further steps.
Next, the peak-finding module processes the de-

noised data with a nonmaxima suppression filter to find
the pixels with local maximum values. Meanwhile, if the
peak pixel values are higher than a given threshold (e.g.,
>3 times the standard deviation of the background
noise), these peak pixels are recognized as candidate
spot centers.
Finally, the spot-extraction module extracts the spot

regions if their center pixels are recognized as candidate
spot centers. These spot regions are cached and trans-
ferred to a computer for further data storage and
analysis.
The performance of the EDP method was evaluated

both numerically and experimentally with the following
parameters: data reduction ratio (DRR), information loss
ratio (ILR), and processing speed. Here, the DRR is
defined as the total data volume of the extracted spots
divided by the data volume of the raw data, and the
ILR is calculated and averaged from the photons not pre-
served in the extracted spots divided by the total photons
of the spots. The evaluation was performed on a test
environment, which has the following FPGA chip: Altera
Cyclone IV EP4CE40. Slightly different from real exper-
imental implementation, the simulated and experimental
data were delivered to the FPGA chip from a computer
instead of an image sensor. At each clock cycle, four
pixels were read in FPGA. Then the EDP method was
performed according to the procedures described in
Fig. 1(b). Note that sending data from the computer
provides a better chance of obtaining statistics.

In the numerical simulation, simulated images with
512 × 512 pixels were generated according to Ober et al.
[8], and the centers of the spots were randomly distrib-
uted in the center 506 × 506 pixels of the image. The point
spread function (PSF) was modeled with Gaussian func-
tion, and the width of Gaussian kernel (σPSF) was set to
be 1 pixel, resulting in a PSF of 6 × 6 pixels consistent
with the experimental LM image dataset used in this
study. The total photons of the spots were kept to a
log-normal photon number distribution (with a peak at
3000 photons and standard deviation of 1700 photons)
to mimic the fluorophore (Alexa 647) used in the experi-
ment [9]. The background was set to be 70 photons per
pixel consistent with the experimental dataset. For each
molecule density, we generated and analyzed a total
number of 1600 images (∼420 megapixels), correspond-
ing to the same data volume, which was generated from a
Hamamatsu Flash 4.0 sCMOS camera within one second.
Considering the photon distribution of the spots in the
spot extraction step, we used a box with a radius of 3
σPSF to extract most (>99.9%) of the photons emitted
from active molecules and neglected the photons at
the tail of the airy disk. This treatment ensures the
DRR, while minimizing information loss.

With the simulated images, we first evaluated the DRR
and the ILR of our EDP method. From the simulation re-
sults (Fig. 2), surprisingly we found out that the DRR is
<10% at molecular densities <500 molecules∕frame
(corresponding to 0.2 molecules∕μm2 if assuming a pixel
size of 100 nm), while the ILR is less than 0.2%. This
means that under these molecular densities, the data
flow can be reduced to <100 MB∕s, a speed that can
be easily accomplished by one camera-link and one
common hard disk. For higher molecular densities, we
found that our EDP method is still effective even with
molecular densities up to 8000 molecules∕frame, corre-
sponding to ∼3 molecules∕μm2 if assuming a pixel size
of 100 nm. Note that the molecular densities of
>1500 molecules∕frame (where the nonoverlapping
ratio, NOR < 50%) are already within the realm of high
density localization algorithms [9].

Fig. 1. FPGA-based implementation for EDP. (a) General de-
scription of LM imaging using the EDPmethod. (b) Architecture
of the EDP method inside FPGA. Here, the row buffers for pixel
caching are built from the internal memory of FPGA, and the
logic elements are used for implementing the function modules.

Fig. 2. Performance of the EDP method in simulation data
under different molecular densities. Here, the NOR is defined
as the number of well separated single molecules divided by
the total number of molecules. Arrow 1 shows the molecular
density where NOR degrades to 50%, and Arrow 2 points out
the molecule density where DRR exceed 100%. Note that the
image size is 512 × 512 pixel.
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Next, we investigated if it is possible to perform online
data processing with the EDP method. We found that the
EDP method consumed about 0.8 s to process a simula-
tion dataset of 512 × 512 pixels, corresponding to a speed
of 532 megapixels∕s. Obviously, this speed is capable of
realizing online spot identification and extraction in LM
imaging with the Hamamatsu Flash 4.0 sCMOS camera.
Furthermore, we combined the EDP method with a fast
localization algorithm called MrSE [7] and realized online
data analysis in full routine in LM imaging with the
sCMOS camera (data not shown), which is not possible
by current algorithms [4–6].
It would be of great interest to evaluate the perfor-

mance of the EDP method in analyzing real experimental
data. Therefore, we employed an open LM image dataset
where a fixed cell was stained with the widely used fluo-
rescent probe Alexa 647 [10]. Overlay of all the raw im-
ages is shown in Fig. 3(a). Overlay of all the spot regions
extracted by the EDP method is shown in Fig. 3(b).
Surprisingly, we found that the volume of this dataset
was reduced ∼50 times (from ∼300 to ∼6 MB), while the
sub-cellular structures were well preserved (data not
shown). Furthermore, we used a high density experiment
dataset [11] to evaluate the performance of the EDP
method in high density LM imaging. We compared the
raw image [Fig. 3(c)] with an overlaid image from the ex-
tracted spot regions [Fig. 3(d)], and found that the
structures and information in the raw image are well
preserved (with a correlation coefficient up to 0.9995)
[Fig. 3(e)]. On the other hand, because the data process-
ing speed is determined by the operating clock of the
FPGA chip (133 MHz in this Letter), the processing speed
of the EDP method in the experimental data is still the
same as that of the simulation data.
The hardware implementation of the EDP method was

carried out on a QuartusII (Altera) with the hardware de-
scription language named VHDL. We performed the
EDP method on a middle-size FPGA chip (Altera Cyclone
IV EP4CE40, see http://www.altera.com/literature/lit‑
cyclone‑iv.jsp), and only ∼15% of the logic elements

(total: 39,600; used: 6000) in this chip were occupied
for the EDP method. These findings indicate that many
cameras can utilize this EDP method to perform effective
data flow reduction with low cost and high performance,
which surely brings great benefits for massive data trans-
fer, storage, and analysis. Moreover, we note that (1) the
image-denoising and spot-finding strategies used in the
current EDP method can be further improved if
necessary; (2) although the EDP method is efficient in
molecular densities up to 8000 molecules∕frame, we
recommend performing this method at lower densities
(<1500 molecules∕frame) to maintain good control on
the NOR; and (3) the EDP method is essentially superior
to other general data compression algorithms, since data
analysis from the extracted spot regions will be much
faster than that from the raw image.

In conclusion, we proposed a hardware data process-
ing method to significantly reduce data flow with negli-
gible information loss. The so-called embedded data
processing (EDP) method is based on the natural sparsity
in LM images and utilizes the existing FPGA chip in a
camera. We demonstrated that the EDP method could
realize online identification and extraction of fluores-
cence spots from active molecules, thus significantly
reducing the challenges of massive data handling for
LM imaging with sCMOS cameras. We believe that this
method has great potential to enable the advantageous
use of faster detectors in LM imaging.
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Fig. 3. Evaluating the performance of the EDP method with
experimental data. (a) Overlay of a total number of 9990 raw
image frames. (b) Overlay of all the extracted spots from the
9990 image frames. (c) Raw high density image frame. (d) Over-
lay of the extracted spot regions from the raw image shown in
(c). (e) Intensity profiles along the dotted lines in (c) and (d).
Note that the box size for spot region extraction is 9 × 9 pixels
and the background in (d) was set to be 300 photons per pixel.
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