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Effects of fixed pattern noise on single molecule
localization microscopy

F. Long,ab S. Q. Zengab and Z. L. Huang*ab

The newly developed scientific complementary metal oxide semiconductor (sCMOS) cameras are capable of

realizing fast single molecule localization microscopy without sacrificing field-of-view, benefiting from their

readout speed which is significantly higher than that of conventional charge-coupled device (CCD) cameras.

However, the poor image uniformity (suffered from fixed pattern noise, FPN) is a major obstruction for

widespread use of sCMOS cameras in single molecule localization microscopy. Here we present a

quantitative investigation on the effects of FPN on single molecule localization microscopy via localization

precision and localization bias. We found that FPN leads to almost no effect on localization precision, but

introduces a certain amount of localization bias. However, for a commercial Hamamatsu Flash 4.0 sCMOS

camera, such localization bias is usually o2 nm and thus can be neglected for most localization

microscopy experiments. This study addresses the FPN concern which worries researchers, and thus will

promote the application of sCMOS cameras in single molecule localization microscopy.

1. Introduction

Single molecule localization microscopy (often abbreviated as
localization microscopy) compensates for the resolution draw-
back of conventional fluorescence microscopy, and offers
diffraction-unlimited spatial resolution down to nanometres.1–3

Due to its prominent imaging capability and relatively simple
setup, this new technique has attracted intensive attention from
various research fields.4–6 Localization microscopy essentially
relies on the detection and localization of weak fluorescence
emission from single molecules; therefore, choosing an appro-
priate low-light detector is key and also necessary to guarantee
sufficient visibility for single molecules.7,8 Unsurprisingly, elec-
tron multiplying charge-coupled device (EMCCD) cameras, which
are famous for the high sensitivity (quantified by wavelength-
dependent quantum efficiency) and low read noise, have become
the most widely used detectors in localization microscopy.7,8

On the other hand, as pointed out by the pioneers in the
field of brain imaging,9,10 the possibility of studying large
volumes of tissue at the ultrastructural level will present a true
revolution in studying important neurobiological problems
that are not yet fully overcome by current imaging techniques.
However, after a careful investigation on the technological
challenges that remain, we realized that with the development

of better fluorescent probes,11,12 the demand of studying large
volumes of tissue at the ultrastructural level cannot be met from
the existing localization microscopy which utilizes EMCCD cameras
as the detectors, since the low readout speed of commercial EMCCD
cameras (B10 MHz) cannot provide satisfactory acquisition speed
and/or field of view without sacrificing spatial resolution.

In recent years, several groups have been investigating the
potential of utilizing new low-light cameras in single molecule
imaging.13–17 In particular, we proposed14 that the scientific
complementary metal oxide semiconductor (sCMOS) cameras,
which usually offer high sensitivity and low read noise at
extremely high readout speed (up to 560 MHz18), may provide
a promising solution for realizing fast localization microscopy
with extended field of view. We demonstrated the applicability
of a commercial sCMOS camera (Hamamatsu Flash 2.8) in
localization microscopy by imaging actin bundles labelled with
d2EosFP.13 Furthermore, we developed an experimental meth-
odology to quantitatively compare the performance of low-light
cameras. With this methodology we found that a newly launched
sCMOS camera (Hamamatsu Flash 4.0) can exhibit better imaging
performance than a popular EMCCD camera (Andor iXon 897) in
the signal range of 15–20 000 photon per pixel (which is more than
enough for typical localization microscopy), and that the excess
noise in the EMCCD cameras effectively halves the quantum
efficiency.14 However, there are still several technical issues19 to
be addressed before putting sCMOS cameras to practical use in
localization microscopy.

One of the most important issues to be addressed is the image
nonuniformity, which suffers from fixed pattern noise (FPN).19

FPN originates from the mismatches between pixel and column
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readouts across the camera sensor, and is defined as any noise
components that survive frame averaging with uniform illumina-
tion.20 For CCD-based cameras with single chip-level readout, the
FPN is introduced by the difference between pixels, which is
originated from the mismatches of pixel size and imperfections
during the sensor manufacturing process (thus called pixel FPN,
pFPN); while for CMOS-based cameras which have hundreds of
column-level readouts in parallel, an additional FPN (called
column FPN, cFPN) is introduced by offset and gain difference
between column readouts.21 Since the pixels across a camera are
spatially uncorrelated, the pFPN behaves in a visible uniformity.
However, the cFPN is column correlated, and results in visible
stripes in an image even when the cFPN magnitude is lower than
that of the pFPN.22 Therefore, CMOS-based cameras typically
suffer from the additional cFPN, and often provide poorer image
uniformity than CCD-based cameras. Not surprisingly, FPN is
often considered as a major disadvantage obstructing the use of
CMOS-based cameras in microscopy.23

Recently, Bewersdorf et al.17 developed an sCMOS-specific
algorithm which accounts for the pixel-dependent camera
noises (including read noise and FPN), and achieved unbiased,
precise localization at the theoretical limit. However, the influ-
ence of FPN in sCMOS on the single molecule localization has
not been investigated quantitatively and systematically. More-
over, in localization microscopy, a final super-resolution image
is reconstructed from molecule location information rather
than raw single molecule images. Therefore, the impacts of
FPN on localization microscopy may not be as severe as those
on conventional microscopy. Nevertheless, a quantitative inves-
tigation on the effects of FPN on single molecule localization
will surely provide useful information and/or build confidence
for utilizing sCMOS cameras in localization microscopy.

In this paper, we present a systematic investigation on the effects
of FPN on single molecule localization via bias (accuracy) and
standard deviation (precision) of the locations by comparison
to the true position. The magnitude of FPN was adapted from
experimental measurements upon commercial sCMOS and
EMCCD cameras, and the signal intensities were from representa-
tive chemical dye Alexa Fluor 647 and fluorescent protein mEos2.

2. Methods
2.1 Characterizing camera fixed pattern noise

Fixed pattern noise (FPN) can be calculated from image frames
at different uniform illumination intensities. The optical setup
for FPN measurement is the same as that of the photon transfer
curve (PTC), which was reported in detail in our previous
paper.13 Here, a set of 100 image frames was acquired con-
tinuously at a certain uniform illumination intensity to esti-
mate the camera FPN in the corresponding signal intensity.

We note that FPN is composed of offset FPN and gain FPN.
Offset FPN (also called dark signal non-uniformity, DSNU)
is independent of signal, while gain FPN (also called photo
response nonuniformity, PRNU) increases with signal intensity.24

Therefore, in the data analysis method, we modified the method

reported by Abbas El Gamal21 to separate the offset and gain FPN.
The specific analysis process is described below.

Measuring offset FPN. The offset FPN can be estimated from
image frames acquired without incident light. First, the random
noise components are reduced by averaging K image frames
(Si, j,k) with the following equation:

Offseti; j ¼
1

K

XK

k¼1
Si; j;k (1)

where i and j are the pixel coordinates, k is the frame number,
and K represents the total number of image frames.

The mean value of Offseti, j across the pixel array is sub-
tracted to leave only the offset FPN component ROffset

i, j .

ROffset
i; j ¼ Offseti; j �Offset (2)

For CMOS-based cameras, the offset cFPN originates from
offset mismatches between column readouts. Therefore, the
offset cFPN component, Rcol

j , can be estimated by averaging the
ROffset

i, j values of pixels (i, j) which share the same column
output.21 Here we assume that the averaged offset pFPN
component is zero due to the fact that the offset pFPN for
different pixels is an uncorrelated random variable.

Rcol
j ¼

1

N

XN
i¼1

ROffset
i; j (3)

The offset pFPN component, Rpixel
i, j , is obtained by subtract-

ing the offset cFPN component from the ROffset
i, j :21

Rpixel
i, j = ROffset

i, j � Rcol
j (4)

Then the variances of offset cFPN and offset pFPN compo-
nents, scol

2 and spixel
2, are calculated respectively:21

scol2 ¼
1

M � 1

XM
j¼1

Rcol
j

� �2
(5)

spixel2 ¼
1

MðN � 1Þ
XN
i¼1

XM
j¼1

Rpixel
j

� �2
(6)

where M and N represent the number of columns and rows in
the pixel array, respectively.

However, for CCD-based cameras which have no column FPN,
the variances of the offset pFPN component can be calculated
directly as shown:

spixel2 ¼
1

MðN � 1Þ
XN
i¼1

XM
j¼1

ROffset
i; j

� �2
(7)

Finally, for CMOS-based and CCD-based cameras, the offset
pFPN and offset cFPN are characterized as the standard deviation
of each offset FPN component as:

Offset pixel FPN ¼
ffiffiffiffiffiffiffiffiffiffiffi
spixel2

q
(8)

Offset column FPN ¼
ffiffiffiffiffiffiffiffiffi
scol2

p
(9)

Measuring gain FPN. The gain FPN of CMOS-based and
CCD-based cameras at a certain signal intensity can be calcu-
lated using similar procedures as offset FPN using image
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frames at the corresponding uniform illumination intensity.
However, the offset FPN components should be removed when
averaging image frames to reduce random noise:

Si; j ¼
1

K

XK

k¼1
Si; j;k �Offseti; j (10)

Then the averaged value of Si; j across the pixel array, %S, is
subtracted to leave only the gain FPN component RGain

i, j ,

RGain
i; j ¼ Si; j � S (11)

Finally, the variances of gain pFPN and gain cFPN compo-
nents at an illumination intensity of %S can be calculated with
similar data processing steps as those of offset FPN (eqn (3)–(7))
using RGain

i, j to place ROffset
i, j . And the gain pFPN and gain cFPN

are characterized as the standard deviation of each gain FPN
component. Note that the gain FPN magnitude is usually
expressed as the ratio of the gain FPN value to the illumination
intensity.

2.2 Single molecule image simulation

The output signal (or image) from a low-light camera reflects
not only the incident light intensity, but also the imperfections
and noises of the camera itself. We model the output signal of
pixel (i, j) from a low-light camera as:

yi, j = xi, j + SNi, j + FPNGain
i, j + FPNOffset

i, j + RNi, j (12)

where xi, j is the total signal from single molecule fluorescence
signal (with two-dimensional Gaussian profile) and photon
background; SNi, j denotes the shot noise, and (xi, j + SNi, j)
follows Poisson distribution with a mean value of xi, j; RNi, j

denotes the read noise of the camera and has Gaussian distri-
bution with a mean value of zero; FPNGain

i, j and FPNOffset
i, j are the

gain and offset FPN of the camera, respectively. Note that this
model does not include dark noise, since it is negligible for low-
light cameras.

Because gain FPN increases with the collected signal inten-
sity, eqn (12) can be simplified as:

yi, j = Fi, j � (xi, j + SNi, j) + RNi, j + FPNOffset
i, j (13)

where Fi,j represents the gain FPN factor and can be used to
characterize the two-dimension spatial profile of gain FPN. By
combining the equations in the Measuring gain FPN section,
Fi, j equals to the ratio of Si; j to %S.

For CCD-based cameras, FPN is mainly introduced by pixel-
to-pixel difference. The gain FPN factor can be expressed as21

Fi, j = Xi, j (14)

where Xi, j is the gain pFPN factor of pixel (i, j).
However, CMOS-based cameras suffer from additional

column FPN. The pixel and column FPN originate from different
sources and have no correlation with each other, thus the gain
FPN factor of CMOS-based cameras can be expressed in the
following form:21

Fi, j = Xi, j + Yj (15)

where Xi, j is the gain pFPN factor of pixel (i, j), and Yj is the gain
cFPN factor of the pixels located in the jth column. Because
there is no correlation between pixels or columns in a camera,
the Xi, j and Yj can be modeled as Gaussian distributed random
variables with a mean value of 1. According to the previous
section Measuring gain FPN, the standard deviations of Xi, j and
Yj represent the magnitude of gain pFPN and gain cFPN,
respectively. Therefore in this paper, gain pFPN and gain cFPN
factors (Xi, j and Yj respectively) were sampled from a Gaussian
distribution with a mean value of 1 and standard deviation of
the predetermined FPN magnitude in the single molecule
image simulation.

2.3 Single molecule data analysis

In localization microscopy, the performance of single molecule
localization directly influences the reconstructed final super-
resolution image. Here, we use localization bias and localization
precision, which are defined from their statistical properties (see
below), to quantify the effects of FPN on single molecule localiza-
tion. Note that this kind of definition was also used in a recent
review by Deschout et al.25

Fluorescence images acquired from a stationary single
molecule located in (x0, y0) were used in the evaluation. It is
well-known that the center positions of the molecule can be
obtained by Gaussian fitting to the fluorescence images, and
the obtained positions usually spread across a two-dimensional
plane. Therefore, the localization error can be characterized
from the statistics of the center position distribution. To better
quantify such localization error, we use localization precision to
represent the width of the center position distribution, and
localization bias to represent the drift of the center position
distribution from the true position of the molecule (see Fig. 1).

The localization precision is obtained from averaging the
standard deviation of the center position distribution in x and y
dimensions:

s = (sx + sy)/2 (16)

Fig. 1 Illustration of localization precision and bias. The stationary single
molecule has a true position in (x0, y0), but is found via Gaussian fitting to
have a 2D position distribution which has a mean value of (ux, uy) and
standard deviation of s.
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The localization bias is calculated by the distance from the
distribution mean to the true position of the molecule:

u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ux � x0ð Þ2þ uy � y0

� �2q
(17)

where sx and sy are the standard deviations of the center
position distribution in x and y dimensions, respectively; and
ux and uy are the mean values of the distribution in x and y
dimensions, respectively.

The molecule positions are determined by fitting fluores-
cence images to a two-dimension Gaussian function using
maximum likelihood estimator. It has been proved that this
estimator achieves unbiased localization with precision closest
to the Cramér–Rao Lower Bound.26–28

2.4 Implementation

To test the effects of FPN on single molecule localization,
according to eqn (14) or (15), a total number of 100 different
FPN patterns were generated randomly for each FPN magni-
tude. For each pattern, a set of 3000 images with 13� 13 pixels were
generated using eqn (13), where (1) the molecules were located in
the center of the images; (2) the PSF was modeled with a Gaussian
function whose standard deviation was set to be 130 nm; and (3) the
pixel size at the sample plane was set to be 130 nm (meaning that
the point spread function occupies 5 � 5 pixels), unless specified
otherwise. Because the offset FPN is lower than the gain FPN by one
order of magnitude in the typical signal range in localization
microscopy (see Section 2.1 for details), in the simulation we
ignored the offset FPN to simplify eqn (13).

The localization precision and bias were obtained by averaging
all the values from 100 different patterns. All of the data genera-
tion and analysis were performed using MATLAB (MathWorks) on
the same desktop computer.

3. Results and discussion
3.1 FPN in different cameras

According to the FPN measurement method described in
Methods, we measured the FPN in different signal intensities
of a commercial high-end sCMOS camera – Hamamatsu Flash
4.0, and a representative EMCCD camera – Andor iXon 897 with
EM gain of 1 and 120, respectively. The results are shown in
Fig. 2. It was found that in the typical signal range of localiza-
tion microscopy (50–2000 photon per pixel14), for the Flash 4.0
sCMOS and the iXon 897 EMCCD with EM gain of 120, the gain
FPN is higher than the offset FPN by an order of magnitude
(Fig. 2). It is consistent with reports that the offset FPN can be
significantly reduced by correlated double sampling.20,23,24

Therefore in this paper, we simply ignore the offset FPN, and
concentrate on the effects of gain FPN on single molecule
localization. In the following, the fixed pattern noise represents
the gain FPN, unless otherwise specified.

In the high signal intensity range (43000 photon per pixel), for
the Flash 4.0 sCMOS camera and the iXon 897 EMCCD camera
with EM gain of 1, the pFPN increases almost proportionally with
signal intensity. Specifically, for the Flash 4.0 sCMOS camera, the

magnitude of cFPN and pFPN (corresponding to the slopes of
the experimental curves) is 0.12% and 0.6%, respectively, and the
cFPN is 3–5 times smaller than the pFPN. For the iXon 897
EMCCD camera with EM gain 1, the magnitude of pFPN is
0.25%, indicating that the pixel sensitivity uniformity of the EMCCD
camera is better than that of the sCMOS camera. However, in the
low signal intensity range (o2000 photon per pixel), the pFPN in the
Flash 4.0 sCMOS camera is significantly smaller than that in the
iXon 897 EMCCD camera with EM gain of 1, and larger (up to
5 times) than that in the same EMCCD camera working at EM gain
of 120. Note that the signal intensity for the iXon 897 EMCCD
camera with EM gain of 120 is o2000 photon per pixel.14

In addition, regarding the noise components of the Flash 4.0
sCMOS camera, it is worthy to note that: (1) it is the signal shot
noise rather than the FPN which contributes dominantly to
the total noise in the signal range of 4–18 000 photons per pixel
(see Fig. 4a in the paper by Long et al.14), (2) the FPN is equal to
or smaller than the read noise when the signal is smaller than
300 photons per pixel (see Fig. 3a and 4a in the paper by Long
et al.14), (3) most of the cFPN magnitude are o0.5% signal in
the typical signal range of localization microscopy 50–2000 photons
per pixel (see the red rectangle in Fig. 2), and (4) the pFPN of the
Flash 4.0 sCMOS camera is larger than that of the iXon 897 EMCCD
camera with EM gain of 120 in a wide signal range.

3.2 The effects of FPN on conventional microscopy

To evaluate the effects of FPN on conventional microscopy,
we used the models in Methods and generated a simulated
FPN factor map, where the pFPN magnitude was set to be 1%
(a medium value selected from Fig. 2) and the cFPN magnitude
was set to range from 0 to the full value of the pFPN magnitude.
Note that FPN correction techniques are usually used in CMOS-
based cameras to guarantee that cFPN is smaller than pFPN.22,23

The results are shown in Fig. 3.
It is clear that cFPN is the major source of the vertical stripe

structures (Fig. 3a–c). And, the vertical stripe structures become
visible with increasing cFPN magnitude (Fig. 3d–f), and cause

Fig. 2 Offset and gain FPN for the Flash 4.0 sCMOS camera (red), the iXon
897 EMCCD camera with EM gain of 1 (green) and 120 (blue). The
connected data points present the dependence of gain FPN on signal
intensity, while the isolated data points in the right vertical axis show the
constant offset FPN. Note that the red rectangle highlights the typical
signal range in localization microscopy.
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serious distortion to the image uniformity when the cFPN
magnitude equals to the pFPN (1% in our case, see Fig. 3f).
These simulated results confirm the previous finding by Snoeij
et al. that the spatial structure of cFPN has a stronger perceptual
effect to the human visual system even when the magnitude of
cFPN is significantly lower than that of pFPN.22

3.3 The effects of FPN on single molecule localization for a
representative signal intensity

We evaluated the effects of FPN on single molecule localization
for a representative fluorescent probe Alexa Fluor 647. We
considered three different noise scenarios: (1) random noises
only; (2) random noises and 1% pFPN; (3) random noises and
1% cFPN. For the random noises, here we considered only
signal shot noise, background shot noise and read noise.
Specifically, the signal and background intensities were set to
be 3000 photons per molecule and 80 photons per pixel,
respectively.29 The read noise was set to be 1 e�, which is close
to the measured value from the Flash 4.0 sCMOS camera under
study. The generation and analysis of single molecule images
are described in Methods. The results are shown in Fig. 4.

As can be seen from Fig. 4a and b, the values of the localization
precision in all of the three scenarios are almost the same:
0.0265 pixel (Scenario 1), 0.0265 � 0.0001 pixel (Scenario 2), and
0.0265� 0.0001 pixel (Scenario 3). However, the localization bias is
o0.001 pixel when there are only random noises (Scenario 1), and
increases noticeably after adding 1% pFPN (0.0052 � 0.0029 pixel)
or 1% cFPN (0.0059 � 0.0048 pixel) (see Fig. 4c and d). These
findings show that FPN, regardless of whether it is pFPN or cFPN,
introduces a negligible influence on localization precision, but
causes noticeable effects on localization bias.

3.4 General effects of FPN on localization microscopy

Localization microscopy utilizes reconstructed images rather
than the original ones to reveal details of biological structures.

Therefore, the effects of FPN on localization microscopy can be
mainly observed from the information of molecule location,
including the center positions of each molecule and the corre-
sponding localization error. In this sense, it is beneficial to
have a closer look at the reasons why FPN introduces almost no
effects on localization precision, but leads to noticeable effects
on localization bias.

According to Webb et al.,30 when conventional CCD-based
cameras are used to capture the fluorescence emission from a
stationary single molecule, the fluctuation of time-dependent
noises (here called random noises, including mainly signal
shot noise, background shot noise and read noise) will essen-
tially present if such image acquisition is repeated. Therefore,
the center positions of the molecule obtained by further single
molecule localization will present a 2D distribution whose statistical
mean is unbiased to the true position due to the stochastic
characteristic of the random noises (see Section 2.3, Scenario 1).

However, FPN also exists in CCD-based cameras due to
intrinsic pixel-to-pixel difference.20 This kind of FPN (called
pFPN) will cause noticeable effects on localization bias, although
pFPN has almost no influence on the localization precision (see
Section 2.3, Scenario 2). Similar effects can be observed for a
proposed camera which has cFPN and no pFPN (see Section 2.3,
Scenario 3). Therefore, since CMOS-based cameras suffer from
both cFPN and pFPN, greater localization bias can be expected,
while localization precision could still be neglected.

From the discussions shown above, we illustrate the general
effects of FPN on localization microscopy (see Fig. 5). In an
ideal camera without FPN, repeated detection and localization
of the fluorescence emission from a stationary molecule
(Fig. 5a) will present a position distribution (Fig. 5d) which is
centered in the fluorescence image. The standard deviation of

Fig. 3 The effects of cFPN on image uniformity. The magnitude of the
pFPN and cFPN factors is shown in the right corner of the corresponding
images. The averaged cFPN factors (black curves) are shown in the bottom
of each image, along with the fluctuation of the 1% pFPN factors (red
curves) which was obtained from the red dotted line in a.

Fig. 4 The effects of FPN on single molecule localization. The histograms
of single molecule localization precision (a, b) and bias (c, d). In (a, c) the
pFPN magnitude was set to be 1%, and in (b, d) the cFPN magnitude was set
to be 1%. The red lines present the localization precision or bias values under
no FPN. In the simulation, the signal and background intensities were set to
be 3000 photons per molecule and 80 photons per pixel, respectively, the
pixel size was 130 nm, and the standard deviation of Gaussian PSF was
130 nm. The localization precision and bias for each data count were
calculated from 3000 simulated image frames, and the total number of
data counts was 100, corresponding to 100 different FPN patterns.

PCCP Paper

http://dx.doi.org/10.1039/c4cp02280g


This journal is© the Owner Societies 2014 Phys. Chem. Chem. Phys., 2014, 16, 21586--21594 | 21591

such distribution, usually defined as localization precision (s),
reflects the effects of time-dependent noise components on
single molecule localization. However, if FPN (appeared as a
time-unchanged patterns, see Fig. 5b) is also presented in the
camera, the corresponding fluorescence image will be distorted
(Fig. 5c), leading to a noticeable shift in the center of the
position distribution (Fig. 5e).

3.5 The effects of FPN on single molecule localization at
different signal and background intensities

Here we use three scenarios to represent different types of
cameras, including (1) ideal cameras without FPN, (2) CCD-
based cameras with only pFPN, and (3) CMOS-based cameras
with both pFPN and cFPN. After considering the FPN magnitude
of real cameras (Fig. 2), we set the pFPN magnitude of the CCD-
based cameras to be 1%, and the pFPN and cFPN magnitude of
the CMOS-based cameras to be 1% and 0.5%, respectively. Image
generation and data analysis are described in Methods. The
results are shown in Fig. 6. The effects of other FPN magnitude
on single molecule localization will be studied in Section 2.6.

We firstly have a close look into the results from the same
background intensity and varied signal intensities (Fig. 6a and b).
We found that the values of localization precision decrease with
brighter signal intensities for all three scenarios, and that FPN
leads to almost no effects on the localization precision. However,
FPN noticeably affects the localization bias. More precisely, the
mean localization bias in Camera Scenario 2 (CCD-based cameras
with only 1% pFPN) is 5–10 times larger than that in Camera
Scenario 1 (Ideal camera without FPN), and is 49 times larger
than the standard deviation of the localization bias in Camera
Scenario 1. Moreover, for Camera Scenario 3 (CMOS-based cam-
eras with 1% pFPN and 0.5% cFPN), the mean and standard
deviation of localization bias shows an increase of B20% and
B30%, respectively, to those in Camera Scenario 2. However, the

mean localization bias is still within the standard deviation of the
localization bias in Camera Scenario 2. These conclusions also
apply to situations with a low background, for example, 5 photons
per pixel, which is common in TIRF illumination. Note that the
FPN varies significantly from individual cameras and/or different
pixel regions inside a camera, thus we did not investigate the local
behaviours of several special FPN patterns on single molecule
localization. However, the local behaviours distribution can be
revealed by the error bars in Fig. 6. We also investigated the case
of varied background intensities and a fixed signal intensity,
which is either 3000 photons per molecule to mimic chemical
dye Alexa Fluor 647 (Fig. 6c and d), or 750 photons per molecule
to mimic fluorescent protein mEos2 (Fig. 6e and f). Similar to the
previous case, we found that FPN leads to almost no effects
on the localization precision, but a noticeable increase in the
localization bias.

Taking all the above findings together, we realize that the
difference between Camera Scenario 2 (CCD-based cameras
with 1% pFPN) and Camera Scenario 3 (CMOS-based cameras
with 1% pFPN and 0.5% cFPN) is actually very difficult to
observe, since there is almost no difference in the localization
precision, while the difference in localization bias is within the
standard deviation (thus is not statistically significant). There-
fore, for the Flash 4.0 sCMOS camera where the cFPN is much
smaller than the pFPN (especially in the signal intensity range

Fig. 5 Illustration of the effects of FPN on single molecule localization. (a)
A representative ideal fluorescence image from a stationary single mole-
cule (located in the image center). (b) A FPN factor map. (c) Distorted
fluorescence image from the stationary molecule. (d and e) Positions
distribution of the stationary molecule from repeated single molecule
detection and localization without (d) and with (e) the effects of FPN.

Fig. 6 The effects of FPN on single molecule localization at different signal
and background intensities. The background intensity was set to be 80
photons per pixel (a, b), and the signal intensity was set to be 3000 photons
per molecule (c, d) and 750 photons per molecule (e, f), respectively. The
green, blue and red lines are for ideal, CCD-based and CMOS-based cameras,
respectively. The FPN magnitudes are shown in (a). Each of the data points in
(a–f) was averaged from 100 different FPN patterns. For each FPN pattern, the
localization precision and bias were calculated from 3000 simulated image
frames. The pixel size was 130 nm, and the standard deviation of Gaussian PSF
was 130 nm. The standard deviations of the localization precision and bias
from the 100 different FPN patterns are indicated by the error bars.
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of 80–1000 photons per pixel, see Fig. 6b in the paper by Long
et al.14), the effects from cFPN are hard to observe, while the
effects from pFPN should be paid more attention (see Section 2.6
for further discussions).

We further estimated the local behavior of the precision and
biases introduced by FPN. We firstly added Poisson noise
and pixel-independent read noise (1.3 e�) to a noise-free image
(34 � 43 pixels) with two parallel lines to generate simulated
images for a hypothetical camera with only Poisson noise and
read noise (Camera Scenario 4). The following parameters were
used in the simulation: signal = 200 photons per molecule;
background = 5 photons per pixel; pixel size = 130 nm; Gaussian
PSF with the standard deviation of 130 nm; line length = 15 pixel,
line width = infinitesimal; line separation = 0.8 pixel; and no
more than 1 molecule is randomly distributed in the images.
Then additional noises were added into Camera Scenario 4,
including 1% pFPN (Camera Scenario 5), 1% pFPN and 0.5%
cFPN (Camera Scenario 6). Using the same parameters, we also
generated simulated images for a special scenario (Camera
Scenario 7) which has Poisson noise, high pixel-dependent read
noise (26 e�) in pixel (16, 19) (on the right side of the lines), and
1.3 e� in other pixels. The reconstructed images are shown in
Fig. 7. We found that the shapes (Fig. 7a–c) and positions (Fig. 7e
and f) of the reconstructed lines are almost kept the same for
Camera Scenario 4–6, indicating that the local impact of the 1%
pFPN and/or 0.5% cFPN are too small to be visualized. However,
for Camera Scenario 7, we observed a good amount of distortion
in the reconstructed structures close to the pixel with high read
noise (Fig. 7d–f). Actually, a recent paper by Bewersdorf et al.
reported that the pixel-dependent noises (including read noise
and FPN) of sCMOS cameras introduced localization artifacts.17

The results in this study (in particular, Fig. 7) suggest that those
localization artifacts possibly originated from high pixel-dependent
read noise, rather than FPN. Of course, more investigations may be
required to further confirm the hypothesis, but are beyond the
scope of this study.

3.6 Minimizing localization bias

Sometimes it is desired to characterize nanometer scale struc-
tures with both high localization precision and accuracy.31,32

The localization precision can be improved by repeating the
measurement until photobleaching, which is equivalent to
increase the collected signal.30 Unfortunately, the localization
bias cannot be improved through this approach, because the
FPN is fixed between different image frames. Therefore, it is
necessary to find out an effective approach for minimizing the
localization bias. For this purpose, it is of primary importance
to pay attention to the relationship among localization bias, the
FPN magnitude (determined by the camera used) and the pixela-
tion (corresponding to different pixel sizes at sample). Similar to
the previous sections, here we considered single molecule imaging
of either Alexa Fluor 647 or mEos2, and kept consistent signal and
background intensities with our experiments.

The dependence of localization bias on FPN magnitude. The
simulation and data analysis are described in Methods. A total
number of 100 FPN patterns were used. For each FPN pattern,

the FPN magnitude was adjusted by increasing the FPN factor
Fi, j proportionally. For the CMOS-based camera scenario, the
cFPN magnitude was set to be half of the pFPN magnitude.
The results are shown in Fig. 8.

We found that for a certain FPN pattern, the dependence
of localization bias on FPN magnitude is almost linear, although
the slope for such dependence varies with different FPN patterns
(see the error bars in Fig. 8). Moreover, the localization bias for
the CMOS-based camera scenario is B20% higher than that of
the CCD-based camera scenario, which suffers from the addi-
tional column FPN.

After considering the measured FPN of the Flash 4.0 sCMOS
camera and the iXon 897 EMCCD camera with EM gain 120
(Fig. 2), we found that the iXon 897 EMCCD can achieve lower
localization bias than the Flash 4.0 sCMOS camera due to
smaller pFPN. That is to say, more efforts are required to
reduce the FPN in the Flash 4.0 sCMOS camera.

Fig. 7 The local effects of FPN and high read noise on single molecule
localization under different noise scenarios. (a–d) The reconstructed images
for Camera Scenarios 4–7 (from left to right), respectively. (e and f) The positions
distribution in x (vertical to the lines) and y (horizontal to the lines) dimensions,
respectively. Note that in (e) the solid lines are the Gaussian fits using the data
points, and the details of the peaks are enlarged and shown below.
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The dependence of localization bias on pixelation. We
investigate the dependence of localization bias on pixelation
(that is, different pixel size at sample) under two FPN magni-
tudes: (1) 1% pFPN only, and (2) 1% pFPN and 0.5% cFPN. For
both high (Fig. 9a) and low (Fig. 9b) signal intensity cases, we
observed that the absolute value of localization bias (in nano-
meter unit) actually increases with greater pixel size, while
adding 0.5% cFPN to the existing 1% pFPN leads to B20%
increase in the localization bias.

3.7 Minimizing localization bias for localization microscopic
experiments

From previous discussions, we observed that FPN leads to
almost no effects on localization precision, but noticeable
effects on localization bias. Furthermore, we found that locali-
zation bias is proportional to the FPN magnitude and the pixel
size at sample (see Fig. 8 and 9).

According to our simulated results, if it is desirable to obtain a
localization bias smaller than 1 nm, we should pay attention not
only to the time-dependent noises (including mainly signal shot
noise, and background shot noise) and pixelation noise, but also to
the FPN. For a rough guidance, we should carefully choose a bright
fluorescent probe (the signal intensity should be 41000 photon per
molecule), minimize fluorescence background (the background
intensity should be o50 photon per pixel), optimize microscope
magnification (the pixel size at sample is preferable to be o100 nm),
and select a camera with small FPN (the pFPN factor should be
o1%, and the cFPN factor is at least half of the pFPN factor).

We estimated the localization precision and bias for the
commercial iXon 897 EMCCD and Flash 4.0 sCMOS cameras.
The results are summarized in Table 1. Interestingly, the
localization precision from the Flash 4.0 sCMOS camera is
found to be higher (that is, smaller values) than that obtained
from the iXon 897 EMCCD camera, which is mainly due to the
excess noise in the EMCCD camera. Meanwhile, the EMCCD
camera exhibits better performance (smaller values) in the
localization bias than the sCMOS camera, which is surely
resulted from the higher FPN magnitude of the latter camera.

Furthermore, we observed that the values of localization
precision are 45 times larger than the corresponding localiza-
tion bias. This finding indicates that the FPN of commercial
cameras had a noticeable but not statistically significant effect
on localization microscopy. And, when the signal is higher than
1000 photons per molecule, the localization bias of commercial
cameras is usually o2 nm and thus can be neglected for most
localization microscopy experiments (see Fig. 6 and Table 1). Of
course, in applications which required extremely high localiza-
tion precision and localization bias, it is still beneficial to carry
out more accurate FPN calibration.

Finally, we note that the impacts of FPN found in this study
(o2 nm) seem to be less obvious than those reported by Steven
Chu et al. (5–6 nm).31 The difference may be attributed to the
different imaging models. In this study, we aim to investigate only
the effects of FPN on single molecule localization, and thus employ
a simple model: simulated images without experimental errors

Fig. 8 The dependence of localization bias on FPN magnitudes. (a) The
signal and background intensities were set to be 3000 photons per
molecule and 80 photons per pixel, respectively, for mimicking Alexa
Fluor 647. (b) The signal and background intensities were 750 photons
per molecule and 50 photons per pixel, respectively, for mimicking mEos2.
The data in blue are for the CCD-based camera scenario, and the data in
red are for the CMOS-based camera scenario. Each data point was
averaged from 100 different FPN patterns. For each FPN pattern, the
localization precision and bias were calculated from 3000 simulated image
frames. The pixel size was 130 nm, and the standard deviation of Gaussian
PSF was 130 nm. The standard deviations of the bias from the 100 different
FPN patterns are indicated by the error bars.

Fig. 9 The dependence of localization bias on the pixel size at sample. (a)
The signal intensity was set to be 3000 photons per molecule, and the
background was set to be 4734 photons per mm2 (equals to 80 photons
per pixel when the pixel size is 130 nm), to mimic Alexa Fluor 647. (b) The
signal was set to be 750 photons per molecule, the background was set to
be 2959 photons per mm2 (equals to 50 photons per pixel when the pixel
size is 130 nm), to mimic mEos2. The data in blue are for the CCD-based
camera scenario, while the data in red are for the CMOS-based camera
scenario. Each data point was averaged from 100 different FPN patterns.
For each FPN pattern, the localization precision and bias were calculated
from 3000 frame simulation images. The standard deviation of Gaussian
PSF was 130 nm. The standard deviations of bias from the 100 different
FPN patterns are indicated by the error bars.

Table 1 Estimated localization precision and bias for two commercial
cameras

Signal Camerac Precision (nm) Bias (nm)

Higha iXon 897 EMCCD 4.94 0.52 � 0.27
Flash 4.0 sCMOS 4.03 0.57 � 0.31

Lowb iXon 897 EMCCD 12.48 1.13 � 0.65
Flash 4.0 sCMOS 10.27 1.69 � 0.91

a Signal = 3000 photons per molecule, background = 80 photons per pixel,
pixel size = 130 nm. b Signal = 750 photons per molecule, background = 50
photons per pixel, pixel size = 130 nm. c The quantum efficiency is set to be
0.95 for the iXon 897 EMCCD camera, and 0.72 for the Flash 4.0 sCMOS
camera, respectively. The EM gain of the EMCCD camera was set to be 120.
The excess noise was included into the calculation for the EMCCD camera.
The pFPN and cFPN magnitude for different signal levels were taken from
measurements (Fig. 2). Specifically, the FPN are as follows: (1) high signal
case: pFPNEMCCD = 0.75%, pFPNsCMOS = 0.80%; cFPNEMCCD = 0, cFPNsCMOS =
0.1%; (2) low signal case: pFPNEMCCD = 1.1%, pFPNsCMOS = 1.5%;
cFPNEMCCD = 0, cFPNsCMOS = 0.2%.
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(laser intensity stability, mechanical stability, optical aberration,
etc.), and single color. In Chu’s paper, a more complex imaging
model is used: two-color localization, complicated experimental
control. Therefore, compared to the larger (experimental) values
observed in Chu’s paper, our finding possibly reflects a lower
(theoretical) limit in the impacts of FPN.

4. Conclusions

Basing on simulation, we systematically investigated the effects of
fixed pattern noise (FPN) on single molecule localization. We
found that the FPN (including pixel and column FPN) introduces
negligible effects on the localization precision, but noticeable
effects on the localization bias (up to several nanometres). We
further observed that, for commercial iXon 897 EMCCD and Flash
4.0 sCMOS cameras where pixel FPN is typically larger than
column FPN, the effects of column FPN on single molecule
localization are hard to observe, while pixel FPN had a noticeable
but not statistically significant effect on single molecule localiza-
tion. However, if it is desirable to obtain a localization bias smaller
than 1 nm, we should have a good selection not only of the signal
and background intensities and the pixel size at sample, but also
of the FPN magnitude. Moreover, we suggest that for applying
commercial sCMOS cameras in localization microscopy, it is of
great benefit to pay more attention to compensate the effects from
hot pixels (high read noise), rather than FPN.
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